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Abstract. The goal-directed navigational ability of animals is an essen-
tial prerequisite for them to survive. They can learn to navigate to a
distal goal in a complex environment. During this long-distance naviga-
tion, they exploit environmental features, like landmarks, to guide them
towards their goal. Inspired by this, we develop an adaptive landmark-
based navigation system based on sequential reinforcement learning. In
addition, correlation-based learning is also integrated into the system to
improve learning performance. The proposed system has been applied to
simulated simple wheeled and more complex hexapod robots. As a re-
sult, it allows the robots to successfully learn to navigate to distal goals
in complex environments.

Keywords: Goal-directed behavior, Sequential reinforcement learning,
Correlation based learning, Neural networks, Walking robots.

1 Introduction

Attempts to create autonomous robots that can move around and navigate to-
ward a (distal) goal have been ongoing for over 20 years [12]. A lot of effective
robotic navigation systems have been proposed. Some of them use internal repre-
sentations (e.g. generalized voronoi diagrams [9], place cells [10], etc). Others use
potential fields [11]. Reinforcement learning (RL) has been widely used for nav-
igation learning [2,10]. The learning process of RL systems is guided by reward
signals and based on a trial and error mechanism. This mechanism gives the
system an adaptive property to cope with different situations and unexpected
scenarios. However, RL systems require many learning trials to solve problems
that have large state spaces.

In this paper we present an adaptive navigation system based on sequen-
tial reinforcement learning. It is inspired by animal navigation behavior where
animals including gerbils [13] and ants exploit environmental features (land-
marks) to find the right direction. The presented system treats environmental
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landmarks as subgoals that guide the navigation process. In contrast to other
subgoal-based navigation systems [7,8], the presented system relies on exploit-
ing the local property of radial basis function networks to solve subgoal-based
tasks. These networks enable the system to perform such tasks efficiently in large
continuous spaces while keeping the system structure simple. Furthermore, the
special feature of our approach is the integration of correlation-based learning
(ICO learning) into the system. ICO learning acts here as adaptive exploration
which improves learning performance. The proposed system is tested on a sim-
ple wheeled robot and a more complex hexapod robot. It allows the robots to
effectively navigate to distal goals in complex environments.

2 Sequential Learning Strategy

The presented navigation system operates based on a sequential learning algo-
rithm which treats environmental landmarks as subgoals. By learning to reach
these subgoals in the right order, the system learns an entire trajectory which
leads to the final goal. This is done by performing a sequence of RL learning
phases. The term “learning phase” is given to a learning process that enables a
robot to move from one subgoal to the next. The robot receives a positive reward
each time it reaches a subgoal in the correct order. This order is defined by the
system designer. The system’s behavior is checked after a fixed number of trials
in a special test trial in which no exploration signals are produced to test the
learned policy. The policy improvements stop and the exploration signals are
turned off after a test trial for each learning phase that its related subgoal was
reached in the right order during the test trial (see Algorithm 2).

Using a normal RL system is insufficient for sequential learning. This is be-
cause it uses the same representation of the state space for different learning
phases. This causes the system during a learning phase to overwrite what has
been learned in other learning phases. Our approach to overcome this problem is
to feed the index of the current targeted subgoal as an additional input called the
Subgoal Definer (SD) input to the RL system. This enables the system to become
aware of the change that happens after reaching a subgoal. One dimension in the
input space is sufficient to enable the system to cope with any number of sub-
goals. Using this additional input gives a better representation of the state space
where the same state of the robot in the environment is represented differently
for different learning phases.

3 Adaptive Landmark-Based Navigation System

The learning process of the presented navigation system is an actor-critic method
[1], a special type of temporal difference (TD) RL. This method has an ability
to produce a smooth control signal because of its ability to handle continuous
action spaces. In addition, it is based on a biological learning model [6].

The proposed system consists of the following four units: 1) the actor 2) the
critic 3) the exploration unit 4) the final output policy unit. (see Fig. 1a).
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Fig. 1: (a) The proposed system’s structure and units. The TD error effect on
the system’s structure. (b) The upper/lower picture shows the effect of using
an insufficient big/small value respectively for the exploration unit’s parameter
(w0,ico). (c) The input signals’ ranges of the ICO exploration system.

3.1 The Actor and Critic

The actor is responsible for the policy. The critic estimates the expected total
payoff (V) value. During learning, the TD error drives the learning process by
guiding the actor’s policy and improving the critic’s estimation. The TD error
is calculated by:

δt = rt + (γVt)− Vt−1, (1)

where δ is the TD error. γ is the discount factor ∈ [0, 1]. V is the expected
total payoff value (V value). rt is the received reward at time step t.

Radial basis function (RBF) networks are used as function approximators to
give the system the ability to handle continuous spaces and to produce a smooth
control signal. Each RBF network consists of two layers. The first layer consists
of hidden neurons that have radial basis activation functions. The second layer
consists of output neurons. The output of each output neuron is calculated as
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the weighted linear combination of the hidden neurons’ outputs and given by:

yj(x(t)) =

H∑
i=1

wi,jvi(x(t)), (2)

where yj is the output of the j-th output neuron. x(t) is the presented input
signal at time step t. wi,j is the weight that connects the i-th hidden neuron with
the j-th output neuron. H is the number of hidden neurons. vi is the output of
the i-th hidden neuron which is constructed from the normalized Gaussian basis
functions as:

vi(x(t)) =
ai(x(t))

H∑
j=1

aj(x(t))

, (3)
ai(x(t)) = e−||S

T
i (x(t)−Ci)||2 . (4)

Si is the diagonal matrix of the inverse covariance of the RBF neural network.
Ci is the function center of the i-th hidden neuron.

The RBF centers and variances don’t get modified during learning. However,
the network’s weights get updated according to a specific learning rule. Updating
a certain weight connected to a hidden neuron will have an effect on a local
area in the input space that is dominated by that neuron. Because of this local
property, our system is able to perform multiple learning phases by using only
one RL structure. RBF networks are used to implement the actor and the critic.
Using nonlinear approximators for both enables the system to cope with any
environment configurations. The weights of the critic RBF network are updated
by [1]:

dwi,cr(t)

dt
= λδvi,cr(x(t)), i = 1, 2, 3, ..M (5)

where λ is the critic learning rate. vi,cr(x(t)) is the output of the critic net-
work’s i-th hidden neuron. M is the number of hidden neurons in the network.

The actor improves the policy by learning previous taken actions that yielded
good outcomes. A class of algorithms called CACLA is used to update the actor
[3]. CACLA helps RL systems to perform stable learning in continuous action
spaces with a good convergence property. It exhibits better performance in com-
parison to other update rules. The actor network’s weights are updated by:

dwi,ac(t)

dt
= η(afinal,t − at)vi,ac(x(t)), i = 1, 2, 3, ..N (6)

where η is the actor learning rate ∈ [0,1]. afinal,t is the actual (final) action
value of the system at time step t. at is the actor’s output (action value) at time
step t. vi,ac(x(t)) is the output of the actor network’s i-th hidden neuron. N is
the number of hidden neurons in the actor RBF network.

The goodness of a taken action can be assessed by checking the TD error sign
at the next time step. Here, a positive TD error indicates that the previously
taken action was good while a negative TD error indicates that it was bad. This
way, the actor learns towards a taken action only if the TD error is positive. On
the other hand, the previously taken action is ignored if the TD error is negative.
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3.2 The Exploration Unit

This unit is responsible for producing an exploration signal. This signal is com-
bined with the actor’s output during learning to produce the system’s final out-
put (action value). It allows the system to discover new areas in the state space.
The function shown in Eq. 7 is used to produce the exploration signal [1].

εt(v) = ζΦtmin[1,max[0,
Vmax − Vt
Vmax − Vmin

]], (7)

where εt(v) is the exploration signal at time step t. ζ is a scale factor. Φt is
a Gaussian distribution noise with the mean of zero and the standard deviation
of one. Vt is the V value at time step t. Vmax and Vmin are the maximum and
minimum observed V values and they are assigned dynamically during learning.

A new exploration unit is integrated into the system to improve the perfor-
mance. This unit is added based on the idea of using landmarks as attraction
locations since they lead to the right direction. It produces a continuous signal
which pulls the robot towards a nearby landmark if it is located within a certain
range. Correlation-based learning, called input correlation learning (ICO learn-
ing) [4], is used to implement this unit. ICO exploration unit takes two input
signals: a predictive signal and a reflex signal and both are the relative angle
between the robot and the nearby landmark. However, they are received at dif-
ferent times. The predictive signal is received first then the reflex signal comes
later (see Fig. 1c). The output of the ICO exploration unit is given by:

εico = pw1,ico + r0w0,ico, (8)

where p is the predictive input. w1,ico is the plastic synapse of the predictive
input. r0 is the reflex input. w0,ico is the synaptic strength of the reflex input.

ICO learning correlates between these two input signals which gives the sys-
tem after learning the ability to predict the reflex signal before it happens and
to prevent it from happening. w1,ico changes according to the ICO learning rule:

dw1,ico(t)

dt
= µp

dr0(t)

dt
, (9)

where µ is the learning rate ∈ [0, 1]. The learning stops when the system is
able to pose the robot directly towards a nearby landmark within the predictive
range. The robot enters the reflex range after learning with the relative angle of
zero degree from the landmark to the robot (no learning occurs).

The reflex signal represented by r0w0,ico in Eq. 8 is able by itself to produce
this behavior. However, this is possible only if w0,ico is tuned carefully. The
tuning should enable the system to produce an output which is suitable for the
range of the input control signal and also for the frequency with which it is fed
to the robot. Choosing a bad value for w0,ico causes undesirable behaviors (see
Fig. 1b). Tuning this parameter requires detailed information about the robot’s
structure. In addition, fixing it causes the loss of the adaptivity property and the
lack of flexibility against changes. ICO learning provides a powerful mechanism
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to tune the system. w0,ico is fixed to a constant value1 and w1,ico is modified by
ICO learning until it converges to an optimal value which generates the desired
behavior while avoiding bad situations.

This unit could pull the robot blindly towards a wrong landmark because it
is not able to assess the quality of performing this behavior [2]. On the other
hand, the RL system assesses each action before it gets learned by the actor. The
assessment process is done using the received TD error. Based on that and since
the ICO system learns faster than the RL system, the unit’s output signal is
used as an additional exploration signal which aids the system during learning.
However, it doesn’t contribute in the final output of the system after learning.

3.3 The Final Output Policy Unit

The way the exploration signal is being used has a profound impact on the per-
formance. This unit combines other units’ outputs to produce the final output
(action value) of the system. The final output is determined as shown in Al-
gorithm 1. The algorithm produces the final output during learning. However,
after learning the actor’s output is the only one considered as a final output.

Algorithm 1: Determine the final output of the system

if a landmark is in the predictive or reflex range then afinal,t ← εico,t
else if the trial number mod 2 = 0 then afinal,t ← εt(v) + at
else afinal,t ← εt(v)
return afinal,t

4 Experimental Results

The proposed system has been applied to two simulated robots: the wheeled
robot NIMM [2] and the hexapod robot AMOS [5].

4.1 Experiment 1: NIMM in an Environment with Three Subgoals

The goal of this experiment is to investigate the system’s efficiency and to assess
the benefit of using the ICO exploration unit. The robot should learn to reach
two subgoals (1 and 2) and the goal (3) in the right order sequentially (see Fig.
2a). The robot receives +1 reward at each subgoal if it is reached in the correct
order. The robot receives four input signals: the relative angle from the three
(sub)goals to the robot and the SD input. The system produces one control
signal to control the robot. The sign and the amplitude of the control signal

1 Based on the range of the input control signal, the system designer specifies a rea-
sonable value for w0,ico. Even if this value is not optimal and causes undesirable
reflex behavior, this will not affect the ICO system final output after learning. This
is because this reflex signal will be eliminated when the ICO learning process ends.
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Algorithm 2: Sequential reinforcement learning algorithm

Initialization: the exploration is ON for all learning phases.
set wi,ac, wi,cr and w1,ico to 0.0
repeat

SD ← 0
repeat

x(t)← sensory inputs & SD
if a test trial OR

the exploration is OFF for the current learning phase then

afinal,t ← at ←
N∑
i=1

wi,acvi,ac(x(t))

else

at ←
N∑
i=1

wi,acvi,ac(x(t)), Vt ←
M∑
i=1

wi,crvi,cr(x(t))

εt(v)← ζΦtmin[1,max[0, Vmax−Vt
Vmax−Vmin

]], εico,t ← pw1,ico + r0w0,ico

if a landmark is in the reflex range then
w1,ico ← w1,ico + µp(r0,t − r0,t−1)

afinal,t = determine the final output of the system (Algorithm 1)
δt = rt + (γVt)− Vt−1

wi,cr = wi,cr + λδtvi,cr(x(t− 1))
if δt > 0 then wi,ac = wi,ac + η(afinal,t−1 − at−1)vi,ac(x(t− 1))

if the next subgoal is reached then SD ← SD + 1

until the termination of the current trial
if a test trial then turn the exploration off for all achieved learning phases

until the actor’s policy converges to an optimal one (i.e. the exploration is off
for all learning phases)

determine the steering direction (left or right) and the steering angle of the
robot, respectively. The number of hidden neurons in the actor and critic RBF
networks is set to 625. The number of bases on each input dimension of the actor
and critic is set to 5. The width of the Gaussian basis functions is set to twice
the distance between its center and the center of its nearest neighbor. The actor
learning rate η is set to 0.02 and the critic learning rate λ to 0.05. The discount
factor γ is set to 0.9999. For the ICO learning parameters, the ICO learning
rate µ, the predictive range and the reflex range are set to 0.4, 0.06 and 0.023,
respectively. For the exploration function parameters, the scale factor ζ is set to
0.5. Vmin is set to 0 and Vmax is assigned dynamically during learning.

The results shown in Figs. 2b and 2c show that the system is reliable and
effective to allow the robot to perform the sequential navigation task. It can be
observed in Fig. 2c that using the ICO unit has a significant impact on the system
performance. Based on this result, this unit will be integrated into the system
and used as an essential element of the system for any further experiments. The
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Fig. 2: (a) The set up of experiment 1. (b) The actor RBF network’s weights
during learning until the policy converges to an optimal one after 32 trials. (c)
The average number of trials needed until an optimal policy is obtained. The
experiment was performed 60 times. In 30 of them, the system operates without
the ICO exploration unit and 30 of them with it.

speedup factor of using the ICO exploration unit is calculated as follows:

The speedup factor =
learning time (trials) without ICO

learning time (trials) with ICO
=

180

63
= 2.85

4.2 Experiment 2: NIMM Robot in a Complex Environment

In this experiment a more complex environment is used where the subgoals are
placed far from each other. In addition, obstacles are installed between them to
make them harder to be reached. The robot should learn to reach all subgoals
(1, 2 and 3) and the goal (4) in the right order (see Fig. 3a). The robot gets
rewarded with +1 at each subgoal if it is reached in the correct order and with
-1 if it hits an obstacle. The robot detects obstacles using its infrared sensors.
The sensors’ signals are not used as inputs to the system. However, when the
sensors are activated, a negative reward signal is sent to the system. This usage
of the sensors’ signals is sufficient to enable the system to achieve the task. The
system produces one control signal to control the robot and it receives four input
signals: two inputs as the distance between the robot and the two transmitters
T1 and T2. One input as the relative angle from T3 to the robot and the SD
input. Determining the type of the input signals and the locations of the signal
transmitters is not arbitrary. These signals provide for the system a representa-
tion of the robot’s states in the environment. To perform a successful learning
process, this representation must be sufficient to cover all states and it must be
unique for different states. In the presented experiments, these conditions are
fulfilled. The number of hidden neurons in the actor and critic RBF networks is
set to 875. The number of bases on each input dimension of the actor and critic
is set to 5, 5, 5 and 7, respectively. The width of the Gaussian basis functions is
set to twice the distance between its center and the center of its nearest neigh-
bor. The actor learning rate η is set to 0.025 and the critic learning rate λ to
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0.06. The discount factor γ is set to 0.9999. For the ICO learning parameters,
the ICO learning rate µ, the predictive range and the reflex range are set to 0.6,
0.055 and 0.025, respectively. The exploration function is modified to produce
more curvy exploration trajectories as follows:

εt(v) = ζΦt(min[1,max[0,
Vmax − Vt
Vmax − Vmin

]])2, (10)

The scale factor ζ is set to 23. Vmin and Vmax are assigned during learning.
As observed from Figs. 3b and 3c the system successfully enabled the robot to
perform the navigation task even in a complex environment.
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Fig. 3: (a) The set up of experiment 2. (b) The ICO exploration unit weight
during learning. It converges to an optimal value after 144 trials. (c) The actor
RBF network’s weights during learning until the policy converges to an op-
timal one after 183 trials. The average number of trials that are needed un-
til an optimal policy is obtained is 258±161. A video of this experiment can
be seen at [http://www.manoonpong.com/SAB2014/SVideo1.mpg]. In addition,
another experiment for long-distance navigation learning can be also seen at
[http://www.manoonpong.com/SAB2014/SVideo2.mpg].

4.3 Experiment 3: AMOS in a Multiple-goal Environment

The proposed system is used to control the simulated hexapod robot AMOS
[5]. AMOS’s walking ability relies on the movements of its six legs which are
controlled by signals received at the legs’ joints and produced by a two neurons
oscillator (CPG)[5]. The presented system produces one output signal. The sign
and the amplitude of this signal determine the steering direction (left or right)
and the steering angle of the robot, respectively. This signal is used to modify
the amplitude of the oscillator’s signals and thus it enables AMOS to turn left
or right. The robot should learn to reach all subgoal and the goal in the right
order which is 1, 2, 3, 4, 5 (see Fig. 4a) The robot receives four input signals:
two inputs as the distance between the robot and the two transmitters T1 and
T2. One input as the relative angle from T3 to the robot and the SD input. The
robot receives +1 reward at each subgoal if it is reached in the correct order
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and with -1 if the robot hits an obstacle. The robot detects obstacles using its
ultrasonic sensors. The number of hidden neurons in the actor and critic RBF
networks is set to 1512. The number of bases on each input dimension of the
actor and critic is set to 6, 6, 6 and 7 respectively. The width of the Gaussian
basis functions is set to twice the distance between its center and the center of its
nearest neighbor. The actor learning rate η is set to 0.03 and the critic learning
rate λ to 0.05. The discount factor γ is set to 0.9999. For the ICO learning
parameters, the learning rate µ, the predictive range and the reflex range are
set to 0.6, 0.13 and 0.07, respectively. For the exploration function parameters,
the scale factor ζ is set to 0.04. Vmin and Vmax are assigned dynamically during
learning. Figs. 4b and 4c demonstrate that the system successfully enabled the
hexapod robot to perform the navigation task.
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Fig. 4: (a) The set up of experiment 3. (b) The ICO exploration unit weight
during learning until it converges to an optimal value after 109 trials. (c) The
weights of the actor RBF network during learning until the policy converges to
an optimal one after 172 trials. The average number of trials that are needed
until an optimal policy is obtained is 346 ±265. A video of this experiment can
be seen at [http://www.manoonpong.com/SAB2014/SVideo3.mpg]

5 Conclusions

In this paper a powerful landmark-based navigation system is proposed. It is
based on sequential reinforcement learning. The experimental results show that
the system enables robots to successfully learn to navigate in complex scenarios
with high performance and a 100% success rate. The system is flexible to cope
with different environments as well as transferable to different robots. The in-
tegration of the ICO exploration unit into the system shows an impressive and
profound impact on the system performance.

In fact, using sequential RL provides a proof of concept template to solve
tasks that have a sequential nature (e.g. teaching a robot arm to make a cup of
coffee). A sequential task is a task that can be divided into smaller assignments
that should be performed in a specific order. In the future work, we will test
the navigation system on our real wheeled and legged robots. Furthermore, we



Adaptive Landmark-Based Navigation System 11

will look into the possibility of extending the system to give it the ability to
determine an optimal sequence of subgoals among different valid sequences. In
addition, we will investigate using new methods that enable the system to over-
come partially observable MDP cases (e.g. using recurrent neural networks[14]).
Acknowledgements: This research was supported by Emmy Noether grant
MA4464/3-1 and BCCNII grant 01GQ1005A (project D1).
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